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I wish to formally file my comments on RM-7747 in which the FCC has proposed a rule making
to create a new shared band for Radio Amateurs at 219-220 Mhz. The commission would allocate
219-220 Mhz to Amateurs on a shared basis for point-ta-point communications. The new
allocation wou'd faci'itate the establishment of regiona' and nationwide backbone networks for
Amateur Packet Radio communications. It is proposed that Amateur operation in the 219-220
Mhz band be limited to 58 kHobauds with a maximum bandwidth of 100 Khz. The FCC requested
comments on relaxing the 58 kilobaud limit.

I support the proposal to open 219-220 Mhz to Amateur Packet Radio operations. Amateur
packet activity has continually increased in the past few ye8fS and will continue to grow. I believe
that AQlateur Packet Radio has not come close to reaching its potential when compared to what is
being rtMrtinely done in the commercial radio wor1d. The availability of a band in which the rules
are tailored to make use of the unique characteristics of packet will be of great benefit and will
revolutionize Amateur packet activities. The current rules are very limiting and do not permit
efficient use of packet technology.

I will limit my comments to the proposal to relax the 58 kilobaud limit in the 219-220 Mhz band
and to the permitted modulations and access methods. I believe that It is very important to
increase both the baud limit and the bandwidth limit. It has been well known for many years that
for the same packet delay. for bursty type signals such as packet. that a given channel can
support many more users if the full channel bandwidth is used for each transmission at a signaling
speed matching the bandwidth. and access to the channel is time shared as compared to splitting
the channel into multiple subchannels as is done using frequency division multiple access (see
references 1. 2. and 3). In other words, packet transmissions use the spectrum more efficiently if
a given band is split into fewer channels that are of wider bandwidth in which higher signaling rates
are used.

Perhaps the main reason for the FCC to limit bandwidth and baud is to try to make efficient use
of a band while allowing the band to be shared by many stations. For most modes of
transmission. It makes sense to try to create as many narrow bandwidth channels as possible, but
packet is an exception to this. Packet actually makes more efficient use of a band if wider
bandwidth and higher baud transmissions are used.

I would not object to a rule saying that as long as the packet signal does not extend outside of
the 219-220 band that any baud can be used. But, as a compromise to those who worry about
allowing such a wide bandwidth. I propose the following: The bandwidth be limited to 250 Khz and
that any baud that can be made to fit into the 250 Khz bandwidth be allowed. For ordinary
frequency shift keying. this baud limit is about 125 kilobaud. There may be other modulations that
can do better. Why limit technology with an arbitrary baud limit? Let the Amateurs see what they
can do and let them be responsible for measuring the bandwidth of their transmissions.
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Random access techniques for data
transmission over packet-switched radio
channels·

by LEONARD KLEINROCK and FOUAD TOBAGI
Ulliwrsity of Califomi.a
Loa Angeles. California

I~TRODlJCTIOX

Terminal accesa to computt'r systems has long bet'n and con
tinues to be a probl!'m of major significance. We foreSt'e an
increasing demand for access to data processing and storage
facilities from interactive terminals. point-of-sales terminals,
real-time monitoring terminals, hand-held pt'rsonal ter
minals, ete. What is it that distinguisht's this problem from
other data communication problems? It is simply that these
terminals tend to generate demands at a very low duty cycle
and are basically bursty sourcl'8 of data; in addition, th!'se
terminals are often geographically distributed. In the com
puter-to-eomputer data transmission case, one oftt'n SCI'S

high utilization of the communication channels; this is just
not the case with terminal traffic. Consequ(·ntly. the cost of
providing a dedirated rhannel to l'ach trmlinal is often
prohibitivr. Instead. one Sfl'ks wa!'s to merge the traffic
from many terminal sourc~ in a way which allows them to
share the capacity of ODt' or a few channels. thereby reducing
the total cost. This cost savings comes about for two reasons:
first, because of the economies of scale present in the com
munications tariff structure; and secondly, because of the
averaging effect of large populations which permit one to
provide a channel whose capacity is approximately equal to
the sum of the average demands of the population, rather
than equal to the sum of the peak demands (i.e., the law of
large numbers). This meJ'ling of traftic and sharing of capac
ity bas been accomplished in various ways such as: polling
techniques, contention systems, multiplexing, concentrating,
etc. ~[any of these are only weak solutions to the problem of
gathering low data rate traffic from sources which arc
geographically dispersed.

In this set of papers. I-I we suggest another solution to thl'
terminal access problem, namely that of packt't switching
over radio channels. In such a ~Y!ltl'm, data tt'rminalll
package thf>ir data into constant It'ngth ~l'gmrnts known as
packets to which is added additional ('ontrol information
such as source and delltination addrl·~s. ('rrur control bits,
etc. All terminals arr assum('<! to tlharl' 11 ('ommon (wide
band) radio channel and to bl' within rlln~(' and in lim'-of-

• Thi.~ work wso; Slipporit'd h~' 'hI' AdVlLlI('t'd Hp,;",Ht'h Projerls Al(rrw~'

of the [)eplLrlment of llefen." d>AHC-I.-'-':l-O:If>Ioi'.
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sight of a receiver station. When any terminal generates a
packet. that terminal follows some transmission protocol
which determines when transmission may take plal'e at which
time the parkt't is transmitted using tht' full channel band
width. Dl'pending upon the protocol. more than one ter
minal might (unfortunately) transmit in overlapping time
intervals. in which case these packets rna!' destructivel~'

intt'rfere with each otht'r. Whenever thr station receives a
packet correctly (as determined by the error control sum
check), then an acknowledgment is broadcast to the ter
minal population. identifying which packet was correctly
received. If a terminal reeeivrs no acknowledgment after
some appropriate timeout interval. then it knows that its
packet was "destroyed" and must take some action to cause
a retransmission attempt. Th(· key point is that all terminals
an' simultaneously sharing a single challnel; this offers a
solution which handlt's the geographical dispersion of ter
minals and which at the sanw time takes advantage of the
available cost savings mentioned earlil'r. ~Ioreover. this
solution is highly effective when terminals are mobile (police
cars, fire trucks, taxis, ambulances, army vehicles and
personnel, etc.) and/or when the environment is itself
hostile (natural dangers or man-made dangers\.

The use of radio packet switching is relatively new· and
has been reported upon in the recent Iiteraturl'. The ALOHA
s~'stem7 at the Universit.y of Hawaii is not unlike the system
we have in mind, and the description of experience \\;th this
system as it impacts the current study is described in these'
proceedings,~ In 1973, a series of papers describing the usc of
packet switching in satt'Hite radio channels was published in
these proceedings;6-l0 the satellite problem is very similar to
the terminal radio problem, with thr kr!' distinction being
thl' enormous diffrrencr in thr propagation d(·lay (rough1~'

l-:i Sl'Cond for a !ltationar!' satellite as oppo/!ed to small
fractionl> of a millisecund for linr-of-sight ground radio),

The Advanct>d R('scsrrh Projects Agenr!' of the Dl'part
nll'nt of Defense. rrcl'ntly und!'rtook a new l'ffort whoI!(' goal
i!l to dt'vl'lop new t('chniqurs for packet radio ('ommunication

• On .he o'her hand. dil(ilSI <l1l1l:«', '~'xlellls lis ill/( radio 11'''pltf(sl,.." ,cr('
11,,1 neW-I'.I(., lele.rllphy. radar. ('IC'. lI"re we Te<lric" om "IIlllmellls I"

lIdd.-ed plll·keis. The m"sl 10',,11 know" l'xamplr "f It pllf·k..1 SWil"hrd
wirr nelwlJrk is the ARPASET"



188 National Computer Conference. 1975

Figure I-FDMA and slotted ALOHA ramdom acc.s:
Performance with 100 KBPS bandwidth

second; (c) the total channel has a bandwidth of W hertz
modulated at 1 biti hertz-8t'c (giving a channd capacity of
W hitR/ sec). Thus, with M users in this FD:\lA mode. each is
assigned a channel of WiM bits/sec. Each such channel
behaves as an M / D/I queueing system giving an average
time ill system D (waiting plus transmission) as follows :I~

(1)
I-p

D= ----

10 .111e

-FIlMA
----IaOTTIOALOHAl

where p ... Mb../W. .
We are assuming that queueing is permitted at each ter

minal. However, the analysis for slotted ALOHA assumes an
infinite population of users with an aggregate input rate of
M A packets per second and this produces an upper bound
on delay. (We note that a finite population model with M
users at rate A and with queueing permitted will produce
fewer collisions than the infinite population would since ('ach
terminal will avoid conflicts among its own packets).

Equation (I) for FDMA is compared with the results for
delay in slotted ALOHA with an infinite population (see
Reference 8 and Figure 7 below) as follows. We consider the
(M, A) plane in Figure 1, in which we represent constant D
contours. Comparing the delay performance of the two
systems, we note that when we are in presence of bursty
users (small A), slotted ALOHA can support many more
users than FDMA, for the same packet delay. For example, at
~-O.1 sec, slotted ALOHA can support a number of WIers
which is over 3 orders of magnitude greater than tbe number
that FD:\IA can support when A_10-1 packet/sec; as A
increases (i.e., as the burstiness decreases), this difference
reduces until at A:=:: 5 the two systems can support roughly
an equal number of users. Beyond this point. FD:\IA is
superior. This crossover point clearly depends upon the value
of D examined. In fact. slotted ALOHA ran support total
traffic only in the range J'U Ab../ W < l/e:::.37 and be)'ond

ISi 102 1IEC

among geographically distributed. fixed or mobile, user
terminals and to provide improved frequency management
strategies to meet the critical shortage of r.f. spectrum. The
research presented in this paper is an integral part of the
total design effort of this system which encompasses many
other research topics. A number of these are considered in
this set of papers. In this paper, we are concerned with one
aspect of design and analysis, namely the consideration of
various random access protocols, their behavior, and the
difficult problem of controlling a channel which must carry
its own control information. Specifically, we do not investigate
the networking issues when radio relays (repeaters) are
required to extend the range of the terminals; such issues
(layout, routing, etc.) are dealt with in References 1 and 4.
We consider an environment in which all terminals are within
radio range and line-of-sight of a common receiver station.
Qne of the first protocols studied in conjunction with ground
radio and satellite packet switching was "pure ALOHA" as
mentioned above. In this mode, users are permitted to
tr&DImit any time they desire. If they receive an acknowl
edgment within some predetermined time-out period. then
they know their transmil8ion was successful. Otherwise
they l\SSume a multi-access collision occurred and they must
retransmit. To avoid the same collision again (and forevt>r!)
anyone of many schemes may be used for introducing a
random retransmission delay, thereby spreading the con
flicting packets over time. It is known that the maximum
fraction of successful packet transmissions on the average is
simply )1e( ... 18 percent) for random ALOHA.r This is
abominably small compared to the maximum of 100 percent
successful if transmission were perfectly scheduled to avoid
all collisions. A second method for using the radio channel is
to modify the completely unsychronized use of the ALOHA
channel by "slotting" time into segments whose duration is
exactly equal to the transmission time of a single packet
(assuming constant length packets). If we require each user
to start his packet~ only at the beginning of a slot, then when
two packets confl'ict. they will overlap completely rather
than partially, providing an increase in channel efficiency.
This method is referred to as "slotted ALOHA,'" The
optimum performance of this system is twice that of random
ALOHA, namely Le( ",,37 percent); this is still poor. Xot
only is the capacity of the ALOHA channels wanting. but so
too is the average delay ~ until successful transmission; we
give the throughput-delay characteristic later in Figure 7.

Let us compare slotted ALOHA to Frequency Division
~Iultiple Access (FD:\IA) which is a common metbod for
partitioning a channel into a given number of separate sub
channels which are assigned on a point-to-point basis be
tween user pairs; synchronous Time Division ~lultiple

Access (TD:\IA) is equivalent to FD:\IA so far as we are
concerned here (we neglect guard bands). The fixed channel
assignment in FD:\IA is effective in preventing collisions but
succeeds in this at the expense of possibly poor utilization of
each channel since the smoothing effect of a large population
is absent. To analyze" FD:\IA. we adopt the following assump
tions: (a) an assumed finite (but large) population of M
users; (b) each user generates a new fixed length packet
(of b.. bits) according to a Poisson process at a rate A per

--



that, FD:\IA will always be superior until it too saturates at
M Ab./W -1; this tradeoff is clearly evident in the curves
of Reference 10.

The above result can be alternatively presented in the
foUov.'ing manner. Let M be some large number, say 1000.
Figure 2 shows constant D contours in the (W, A) Plane,
Api.n we note that if we are in presence of bursty users, in
order to achieve the same small delay, FDMA requires a
bandwidth larger than slotted ALOHA by as much as three
orders of magnitude. This factor is exactly t>qual to M as
.1.-00 since in this region queueing efft'Cts art> insignificant; in
this limit the delay D is simply the packt>t transmission time
(observt> the flatness of the curves in Figures 1 and 2),
which for FDMA is D=Mb../W and for slottt>d ALOHA is
D-b.W. It is also obvious here. for thl' !\arne total band
width W, that FDMA '1,;11 give M times the delay as com
pared to IOlotted ALOHA. This gain diminishes as A incrt>&Sf's,
until finally as MAb../ W-+1/e the situation reverSE'S as
mentioned above.

Finall\' Il't us fix A and consider the dl'lay contours in the
(W, M) .~Iane, Figure 3 corresponds to .1.=10-1 packets per
second. Such input rates correspond again to bursty users.
We notl' again that in order to support a large numoo of
users. FD~L\ requires a larger bandwidth for the same delay
performance.

It iI all too evideDt fram tile above comparilon that
rudom aceeeaia by far lIQpwior to FDMA or TDMA when
... environmeat coDliaia of I.... populations of bunt)·
-.. However, we note that slotted ALOHA itself does not
UlIe the channel as efficiently as we might hope and this
prompts one to inquire as to other, superior, protocols; such
an inquiry is the subject of this paper. Following we consider
two random access modes which we refer to as "Carrier
SeJ1llf' )lultiple Access" (CSMA) and "Split-channt>l Rl'scr
vation Multiple Access" (SRMA).

- fllMA ,
--- Il.OTTlO ALOIlA ,;'

",""",CrI~ -,'

.01 lie:

• "-1Ie:r .. I---.........~~==~-r: .'1Ie:
t
!!. '"I----....~;.::.._f
Lt--.=.::.::;~--"::!r

" c:.::=.;;;.,.,....-:r;;....,... ,o-a ,o-a I~' , 10 101
11II11 ....". IIAft A .ACIlI1llllClOMlI

Figure 2-FU:\IA and ~lotted ALOHA ramdutn a"Cl!&~:

Bandwidth requirement!< for lOoO terminals

s

Random Access Tecbniquel for Data Tranamilaion 189

,rf' ...------------r----r---71
-- fllMA
--- Il.OnED ALOMA

,,,, .!o.:!!c:... _

'0 ""...:.:.:;::.:.:.::.:.1':-...L...u~--....4:---..1....:---,~;--~-..&
'0 "il ,.... ,.... .....

_II Of 11II11I •

Fieure 3-FDMA and slotted ALOHA ramdom ac.-&:
Perfonnance for" - 10-1 packetll per MCOnd

CARRIER SEN"SE ~IULTIPLE ACCESS MODES

The radio channel considered in this paper is characterised
as a wideband chanMI with a propaption delay between any
sourct'-destination pair which is very small compared to the
packet transmission time.- This suggests a new approach for
using the channel; namely, the Carrier-Sense Multiple
Access (CS~IA) mode. In this scheme one attempts to avoid
collisions by listening to (i.e., "sensing"t) the camer due to
another user's transmission. Based on this information about
the state of the channel, one may think of various actions the
tt>rminal may take. Three protocols will be considered which
we call "persistent" CS~fA protocols: the I-Persistent, the
Non-Persistent, and the p-Persi.tent CSMA. Below, we
present the protocols, and display the tbroughput-delay
performance for each.

In this paper we omit the proofs for conciseness and
clarity of presentation; the details of these proofs are to be
found in a series of forthcoming papers.l3-1~

C8MA transmi88f'on protocols and 81J8tem a88Umptitm8

The various protocols considered below differ from one
another by the action (pt>rtaining to packet transmission)

• Consider, for example, 1000 bit packetJI transmitted over a channel
operating at a .-peed of 100 Kilohit8 per second. The tranamia<ion time
of a packet is then lO mllf!Cond~. If the maximum distance between the
source and the de.<tinat ion i~ 10 miles, then the (speed of light) packet
prnpA«ation delay is of the order of ,,.. jIHCtIndH. Thus the propaptwn
delay is a very small fraction la _ O.()().'i) of the transmiallion time of a
packel. On the contrary, when one "onsidel'll satellite channels (fllthe
propagation delay i.. a relativel~' la,... multiple of the packet tran~

mi...iun (n»I).

t Sen~inll: clLrrier priur to trlLnKtniK.~iun is a well-knuwn ('''nrept in u.... for
(v"ic'eJ alrcrlLft (,,,mmuniclLti,,n. In the ('"ntexlof packet radiu <'hannebo
il WaN originlLlly ~IIQe11ted by II. Wax "f Ihe Unive""ity of Hawaii in an
inlemlLl memorandum dILled Marc'" 4, 11171.
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that a tenninal takes after sensing the channel. Howl'vl'r, in
all cases, when a terminal determines (by the absenct' of a
p<>sitive acknowledgment) that its transmission wa.'l un
su.:ceesful, then it reschl'dules the transmission
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where P,'. P" i', i and lI'o are defined in Reference 13. We
note that

8(G, p-o, a=O)- G:e-G

8 G) (l-e-oG)[P,'lI'o+P,(l-lI',)] (5)
( • p, a ... . [ _, - ]

(l-e-e(,) at lI'o+at(l-lI'o)+l+a +a.,.o

In Figure 4 for a =0.01, we plot S versus G for thl' various
access modes introduced so far and show the relative per
formance of each. We also summarize these results in the
following table:

(2)

(3)

(4)

Ge-.G
S=------

G(l+2a)+e-·G

aGe-.o
S=-----~-

(l +a) (l-e-·G ) +a

GrGo+O >[l +a-e-.GJ
S= ----=-~-_='=-

(I +a) (l-e-.o) +ae-GO+o1

Slotted I-Penliltent CS:\IA

Non-Penliltent CS!\1A

Slotted Non-Penlistent CS2\IA

p-Persiltent CS::\-IA

Throughput equations

We assume that our traffic source consists of a very large
number M of users who collectively can be approximated by
an independent Poisson source with an aggregate mean
packet generation rate of >. packets:'second. This implies
that each user will generate packets mfrequently and each
packet can be successfully ~ransmittl'd in a ti~e interval
much less than the average time bctween ~uccesslve packets
generated by a given user. .

In addition, we characterize the traffic as follows. '\\ e have
assumed that each packet is of constant length requiring T
seconds ..for transmission. Let S.. >.T. 8 is the average
number of new packets generated per transmission time,
i.e" the input rate normalized with respt'ct to T. If we were
able to perfectly schedule the packets into the availabl£'
channel space with absolutely no overlap or spaCl' between
the packets, we would have 8 = I: therefore, we also re.fer to
8 as the channel utilization. or throughput. The maxImum
achievable throughput for an access mode is called th£'
C4pacity of the channel under that mock

Each user dela\'s the transmission of a previously collided
packet by some ;andom time (introduced to avoid r~peated
con6icts) whose mean is g (chosen, for example, umformly
between 0 and Xmas = 21"). Since conflicts can occur, the
traffic offered to the channel from our collection of users
consists of new packets and previously collided packets.
This increases the mean offered traffic rate to G packets per
transmission time T, where G~8.

Our two further assumptions are:

Note that I-Persistent is the special case of p-Persistent with
pal.

(AI) The average retransmission delay 1" is large com
pared to T.

(A2) The interarrival times of the point process defined
by the start times of all the packets plus retrans
missions are independent and exponentially dis
tributed.

We wish to solve for the channel capacity of the system for
all of the access protocols describeei above. This we do by
expressing S in terms of G (as well as other system param
eters). The channel capacity is obtained b)' maximizing 8
with respect to G. Note that 81G is merely the probability of
a successful transmission and GIS is the average number of

-times a packet must be transmitted or scheduled until success.
The basic equations for the throughput 8 are expressed in

terms of a (the ratio of propagation delay to packet trans
miae.ion time) and G (the offl'l'E'd traffic ratl') as follows:"

While the capacity of ALOHA channels does not depend
on the propagation delay, the capacity of a CS)IA channel
does. An increase in a increa.'les the "vulnerable" period of a
packet and reduces its capacity. This also results in "older"
channel state information from sensing. In Figure 5 we plot,
Vl'rsus a, the channel capacity for all of the above random
access modes. For large a, we note that motted ALOHA (and
l'ven "pure" ALOHA) ill superior to any CSMA mode since
decisions b&llt'd 011 partially obsolete data are deleterious;
this effect is due in part to our assumption about the constant
propagation delay.

I-Penistent CS~A

GO +G+aG (1+G+aG/2) ]e-GO+2.1

8= G(I+2a) - (l-e-.G) + (1+aG)rGo+O)

o For proofs, the reader ill referred to Heferenee 13.

(1)

PROTOCOL

Pure AWHA
Slotted AWHA
I-Pe",istent CS~[A
Slotted I-Persistent CSMA
O.l·Penriatent CSMA
Non-hnIiatent CSMA
O.03-Pel'lliftlent CSMA
Slotted Non-Pmrilltent CSMA
Perfect Scheduling

CAPACITY C

0.184
Oa68
0 .•")29
0 ..:;31
0.791
0.81.")
0.!l27
a.Soii
1.000
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Simulation results

a minimum delay can be achieved by choosing an optimal
1. Such an optimization problem is diSicult to solve analyti
cally, and simulation techniques have been employed.

Before we proceed with the discutlBion of the simulation
results, we compare the various access modes in terms of the
average number of transmissions (or average number of
schedulings) G/S. For this purpose, we plot G/S versus Sin
Figure 6 for the ALOHA and CSMA modes, when a =0.01.
;'Ijote that CS:\IA modes provide lower values for G/ S than
the ALOHA modes. Furthermore, for each value of the
throughput, there exists, a value of p such that p-Persistent
is optimal. For small values of S, p = 1 (i.e., I-Persistent) is
optimal. As S increases, the optimal p decreases.

.8

NON·PERSISTENT CSMA

O.03-PERSISTENT CSMA --...."

.2 .• .6

5 (THROUGHl'UTI

Figure 6-CSMA and ALOHA:
GIS versus throughput (a-O.OI)

.-0.•

Delay perJarmance

Figure 4-Throughput for the vMious random aCCel!>l model! (a-0.01)

:.•l..-=:::::::::::=---L ,!---.:::::.._::O"'-:..;-- -;;
o fONI....,~L 'JIAI'IC)

We introduce at this point the expected packet delay :D
defined as the average time from when a packet is gent'ratf'd
until it is successfully \'t,'eeived. Our principal concern in this
section is to investigate the tradeoff between the average
delay and the throughput S.

For the present study, it is assumed that the acknowledg
ment packets are always correctly received with probability
one. The simplest way to accomplish this is to creatl' 3

separate channel to handle acknowledgment traffic. If suffi
cient bandwidth is provided, overlaps between acknowledg
ment packets are avoided, since a posi~ive acknowled~('nt

packet is created only when a packet IS correctly. recel~ed,

and there will be at most one such packet at any gIVen time.
Thus, if T 4 denotes the transmission time of the acknowl
f'dgment packet on the separate channel, then the time-out
for receiving a positive acknowledgment is T+T+T4 +T.
provided that the processing time needed to perform Iht'
sumcheck and to generate the acknowledgment packet is
assumed negligible.

The Delay t> is a function of Sand g. Thu8, for each S,

l:..

aonao "Off - ..,...TC8M

~ .- Tcaaa

I' ILO"IO

I· .._---
----

• .. • ... .. .J•• -- .. ~ •
Ficure .}-CSMA and ALOHA:

Elfeet of propaption delay on channel capacity

The simulation model is based on all system assumptions
presented above. However, we relax the assumptions con
cerning the retransmission delay and the independence of
arrivals for the offered channel traffic.

In general, our simulation results indicate the following:

(1) For each value of the input rate S, there it a minimum
value g for the average retranamiasion delay variable,
such that below that value, it is impouible to achieve
a throughput equal to the input rate. The bilher Sis,
the larger g must be to prevent a constantly in
creasing backlog, i.e., to prevent the channel from
saturating. In other words, the maximum achievable
throughput (under stable conditions) is a function of
g, and the larger X is~ the higher is the maximum
throughput.

(2) Recall that the throughput equations were balled on
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formance of CS:\IA. In this section we discuss this effect.
(For simplicity, we restrict our study to I-Persistent and
Xon-Persistent CS)IA protocols only.)

Definitions and representation of CD7Ifigurations with hidden
elements

In the sequel. terminals are in line-of-sight and ,,;thin
range of the station, but not necessarily ";th respect to each
other. By definition, terminal i "hears" (is connected to)
termi~1 j if i and j are within range and in line-of-siPt of
each; other. In ordpr to represent terminal configurations
with hidden elements, it is advantageous to partition the
population into several groups (say N) such that all ter
minals in a group hear exactly the same subset of terminals
in the population. (This partitioning is easily formed if we
know the hearing matrix of the population. See References
14 and 15). Let h(i) be the set of groupe that group " can bear.

We shall further assume that each group i consists of a
large number of users who collectively form an independent
Poisson source with an aggregate mean packet generation
rate hi packets per second such that E~.I >.., =h. Let Si" h,T
and S""hT= I:~:I S,; S is the total throughput of the
channel.

Let S .. (Sit S" ... ,SN).

We can write S as S so SU such that

(The vector U describes a direction in N-dimensional space.)
The capacity of the channel along the direction U is defined as

C(U) -~[aximumS
OS8$1

such that the set of inputs determined by the vector S(U) is
achievable. Equivalently, we say that a set S(U) of input
rates is feasible if and only if

S(U) ~C(U)

Let G, denote the mean offered traffic rate of group i(G.~S,).

Let G-(G1,G" ... ,GN) and G= Er.IG;. Finally, we
consider X to be the same for all groups and the assumptions
concerning the retransmission delay and the independence of
arrivals for the offered traffic to still hold true.

the assumption that g is infinitely larp compared to
T. Simulation shows that for finite values of X, larger
than some value Xo but not too large compared to T,
the system already "reaches" the asymptotic results
CX-+IlC), i.e., for some finite values of X, assumption
(A2) is satisfied and delays are acceptable. Simulation
experiments were conducted to find the optimal delay,
that is, the value of X(S) which allows one to achieve
the indicated throughput with the minimum delay.

Finally, in Figure 7, we give the throuPput-minimum
delay trade-off for the three Carrier Senae ~fu1tiple Access
modes and a ""0.01. This is the basic performance curve.

THE EFFECT OF HIDDEN TERMINALS ON
CHANNEL CAPACITY FOR CARRIER SENSE
MULTIPLE ACCESS

and

1.£,~OVi

N

\1 U 11'- I: 1.£,-1
i-I

The performance obtained in the previous section (in
tenna of channel capacity and throughpu~elaytrade-offs)
was bued on the (strong) assumption that all terminals
,,'ere in Jine-of-sight and within ra. of each other. There are
many instances where this is not the case, forcing us to relax
that assumption. Two terminals can be within range of the
station but out-of-range of "each other, or, they can be
separated by some physical obstacle opaque to UHlo' radio
signals. Two such terminals are then said to be "hidden"
from each other. It is evident that the existence of hidden
elements in an environment affects (degrades) the per".

Throughput equatiOflB

We recocnise that Si/G. is merely the probability of
succeu of an arbitrary packet from group i. Tbis quantity
is a function of the traffic vector G. By exprelling S,/G. for
each i in terms of G, we obtain a set of equationa relatiac the
components of S to the components of G.

In the case of indepe1lderlt groups (i.e., such that tl'rminals
in a group do not hear terminals in other groups) for a given
G ana undt.>r the systt.>m and model assumptions stated above,
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the probability of success of an arbitrary packet from group
i is givl'n as follows*

'NOINDINT GAOUPI
•• 0,01For i-Persistent CS'U

P, .= S. = [l+G,+aG i (l+G.+flGii21]
'G; ( 1+aG.)e-G•l L-%4)

~

9•
3 .5 '#lIIIIIlINTaMo\

J. t-~:-- -="::.DTT:.:.'::D,:.::L"";::.;"' -1

(7)

". " ,.
""-111 Of I"DI"NOINT G"OUN N

.L...._......._...l-_-l.._--'-__"--_......._-'-_....J-_--'_--l
1

Figure 8-Independent group case:
Channel capacity versUll the number of groupe

Independent Groupe Case-A Symmetric
Configuration

S. !i e-<J,(J-ol
p , .= ~ ==eG·(I-~ol II-------

• G; )_1 Gj (l+2a) +e-4G;

This set of equations relates the compont'nts of the input
vt'etor S to the compont'nts of the traffic vt'ctor G. For a
given input vector S. we can numerically solvt' for Gi •

i = 1.....•V. This \\.t' do by writing the above equations in
the form

For Non-Persistent CS:\IA

• See Refereocell 14 and 15 for proof.

Here we consider some typical t'xarnples of independent
groups to which we apply the analytical results found aboYt'.
Simulation techniques have been used to check the validity
of the &l!IIumptions on which the analysis was based. We
restrict ourselves to a-O.O!.

G.=S.r/i(Gl •.... eN)

wht're f. is a function of the vector G, and by solving the set
of equations iteratively, starting with the initial values
G = S. If the input vector is a frasible one. then the iterative
procedure will result in a (finitt') traffic vector G, satisfying
the above set of t'quations. Thus the convt'rgt'nce of the
iterative procedure determines the feasibility of the input
vector S and the final values G,iS.. i= 1, 2....• .v give tht'
average number of transmissions and schedulings a packet
from group i undertakes before success. This will be our
measure of relative performance uf the various groups. Some
simple examples art' treated in the fnllo\\;ng section.

In the case of dependent groups, similar but approximate
relationships can be found for the Xon-Persistent CS:\[A
protocol. They are t'xpressed as

Examples

II e-oG,' II e-G''(I-01

Jt:Jl(i) l:€.\(i)

Si=G. ---------
.v
II [G/(l+2a) +e-.a"J
I-I

G!-G II l+aG/
• 1 iHW G/(l+2a)+e-oG,'

(8)

(9)

The population is partitioned into .V groups of equal size.
For each terminal there exists a fraction 13 of the population
which is hidden, namt'ly 13 ... (.'1 -1) , .V ( ~ 0.5). Tht' channt'l
capacity for various values of .V is plotted in Figure 8. ~ote
that the channel capacity experienc£'S a drastic decrease
between the two cases: .\'=1 (no hidden terminals, 13-0)
and N=2(13=0.51. For N~2. slotted ALOHA performs
better than CS~[A. This decrease is more critical for the
Xon-Pl'rsistent CS:\I.\ than for the I-Persistent CS:\U a.'l
shown in the Figure. For .V>2. the channel capacity is
rather insensitive to .V and appruaches pure ALOHA for
large N.

Independent Groups Case-Complementary Couple
Configuration

The previous example did not show the effect uf a l!maU
fraction of the population being hidden from the rest. In this
l'xample the population consists of two independent groups
(,V =2) of UDt'qual sizes such that (; = (a. I-a) that is

SI=aS

S,- (1-a)S

Equations (6) and (7) are rt'adily applicable. The chaDl\el
capacity is plotted versus a for both CS:\IA protocols in
Figure 9. Here again we note that the capacity decreases
rapidly as a increases from 0. This decrease is much more
critical for the Non-Pt'rsistent than for the I-PersisUnt. liB
soon as a= 10-', the capacity of Xon-Persistent CS:\IA is
only 0.5, as compared to 0.82 when a-O. In addition, CSMA
performs (capacity-wise) only as good as slotted ALOHA as
soon as (1-0.08 for the Non-Persistent protocol and a-O.l
for the I-Persistent protocol. In both cases, we note that the
minimum capacity is obtained for (I-0,5; this corresponds to
the case N -2 in the previous example.
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.t

Sy.tem operation

It is not so when we are conremed with the (statistical)
detection of the (sine wave) busy tone signal on a narrow
band channel. The detecticn time, denoted b~' td, is no longer
negligible and must be accounted for. The Xon-Persistent
BT)IA protocol is similar to the Xon-Persistent CS)lA
protocol and corresponds to the following. Whenever a
terminal has a packet ready for transmission. it senses the
busy tone channel for t. seconds (the detection time) at the
end of which it decides whether the BT signal is present or
absent. \ td is a systE'm parameter and its optimal valuE' is
discussed below). If the terminal decides that the BT signal
is absent then it transmits the packet, othrrwise it re
schedules the packE't for transmission at some later time
incurring a random resl'heduling delay: at this new point in
time, it senses the BT channel and repeats the algorithm. In
the event of a conflict. which the terminal learns about b~'

failing to receive an acknowledgment from the station, the
terminal again reschedules the transmission of the packet for
some later time. and repeats the above process.

Of interest is first. the determination of the channel
('apal'ity under a ~on-Persistent BT:\L\ protocol and second,
the throughput dela~' characteristics of the latter. The total
available bandwidth being the limiting resour('p. the problem
then reduce'S to selecting the systl'm paraml'ters in order to
achieve the best system performance.

Here we make the same assumptions as above. However
while the effect of noise is assumed to be negligible on the
mt'SS&ge channel. we do account for it in the \narrow band)
busy tone channd. Each packet is of constant length re
quiring T... seconds for transmission on the message channel.
Let S... =>.T.... S... is the average number of new packets
generated per transmission time. i.e., this is the input rate
normalized with respect to T.... r nder stl'ady state conditions,
S.. can also be referred to as the mE'ssage channel throughput
rate and as the me8S€1ge chanl/el utilizatiol/. Let I/; be the
fraction of the band\\idth assigned to the BT channel. Let
S = (1-;') S... S is the overall challnel utilization. The maxi
mum achievable channel utilization is the capacity of the
channel.

, ,,.. '

OOWUMINTAIlI'l" COU"U
• • 0.0'

to·,J,..-."---~--_......_----------_......._.......'--'
,a4

.
~ t

t F---- :.:::'...::,:-.:::N:.:.,T:;::....=-__::::::::...
~ .
,.~-------...;.;O-TT..;._D..;A<_....-------~!"Ir""--_II

..

CARRIER SE:"SE :\IULTIPLE ACCESS WITH A
BUSY TOXE

.2 F- ""'...;".;I_A_L""_A ~

Figure 9-Complementary couple configmation.
Channel capacity Vel'l'U8 a

In addition, we simulated the I-Persil'tent CS:\[A case for
this example and various values of a. The comparison of
(81, Gil and (S!, G!) relationships obtained from .simulation
to the results obtained from the analytical model exhibits an
excellent match. thus cht'Cking the validity of the model.

Examining GJS; for each group, we noted that the large
group always performed better than the smaller one. Al
though we noted for a~.1 that I-Persistent CS)IA has a
capacity only as great as slotted ALOHA, the average number
of transmissions a(G1iSt)+[D-a)(G! S:)J was lower
(superior) for the I-PE'n<istent CS)[A than for slotted
ALOHA.

In this section we wish to considE'r a solution to the hidden
terminal problem which we call the Busy Tone Multiple
Access mode (BTMA). The operation of BTMA rests on the
assumption that the station is, by definition, \\ithin range
and in line-of-sight of all terminals. The total availablE' band
width is to be divided into two channels: a message channd
and a busy tone (BT) channd. As lllng as the station S£'nilE'S
a (terminal) carrier on the incoming message channel it
transmits a (sine wave) busy tone signal on th~ busy tone
(·hannel. It is by sensing a carrier on the busy tone channl'1
that terminals determine thE' state of th(' ml'ssage channeJ.
The action pertaining to the tranllmis.sion of the pack~t that a
terminal takes (again) is pres('ribed by the particular
protocol being used. We shall rest rict ouri<\dves til the N0/1

Persistellt protocol because of its 1'limplil'it~· in anaIYl!i!~ and
implementation. as well as its rdativl'ly high dficit>n<'Y WI

shown abuve. In CS)IA, the' diffieulty of dl,tl'etinll: till'
pre'l!t>I1(,(' of a signal on tht> Inl'ssa(l;e l'hannd whl'n this mt>llt(l~gl'

uses the' l'ntire bandwidth i~ minor and t!wrt'forl' i~ lIl·glected.

Signal detectioll

The detection of the busy tone signal is the problem of
detecting a signal of known form in the presence of noise.
The USl."ful signal is a giwn function with some unknown
parameters, naml'1;\', plul.s<> and amplitude', t Howewr the'
observatitm (det('ction) time is usually !lmaU compared to
the "fluctuation time" of th(·sc parameters, and the unknown
phase and amplitude can bl' regarded as constant.

The problrm of dett·cting a signal in a barkground of
random noise it! a rla.'lSical ~tatistical problem invlliving thl'
choice of one h~'poth('~it! from two mutually ('xdWliv('
h~·poth(,!«,8. This has bl'('n ('xtl'nsiVl'ly studil'd in the lit('ra-

t 81'<'.11>'1' "f lhl' m"hilily of terminal~, Ihe ~ip;nal fhu·1nales. Thu~ "'('
I\....ume il 10 he of unknown IlInplitude. In Ih. ('Kl't' of fixl'd tl'rminal~,

,.. .. may idealize the pr"hll'm to ht' that of det('(·tinp; 1\ ~il(tllli ,..ilh known
Iltnplilude but unkn"wn pha~.
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The detector at the receiver consists of a filter, an integrator
and a threshold decision box. Assuming the step response of
the busy tone detect filter to be exponential, and considering
the same peak power to be used for the busy tone as for the
message on the message channel, then the signal-to-nuise
ratio (SNR) ,,(t) on the busy tone channel at time t is given
by

D Probability of correct detection (in presence of the
signal)

F Probability of incorrect detection or false alarm

ture. I ' The quality of the decision can be characterized by
two probabilities:

(10) Figure 1Q-BT:'>IA: Channel capacity ve/'Sus obeervation window !4

where
equation·

Consider now a signal starting at t =0 and terminating at
t = T. Let D(t) be the probability of correct detection at time
t after having observt'd the channel over t. seconds (t is the
time at which the decision is made). D(t) is dett'rmined by
(See Reference 16).

(12)

(13)
1

8=(1-1/1)
2e

s> S = boo exp [-"Ym(O. T.. )]
-' I W 8+1

Re81tlts

It can also be shown that in the limit, when t...o, the channel
capacity reduces to

The design problem in BT:\L\ consists of maximizing the
channel capacity (under the Xon-Persistent protocol) by
properly selecting the design variables 1/1, F and ttl when the
number of bits per packet. b... and the total available band
width Ware given. Because of the complicated form of the
expressions for S, numt'rical optimization techniques are
used.

To reduce the dimensionality of the problem, and to
provide an easy comparison with the previously analyzed
CS:\IA protocols we restrict ourselves to the following:

( III

if

if

D(t) = F(l/l+~(·))

where

For t> T+t•• the probability of false alarm is F.

• """ is the SNR of the message on the message channel
required for suitable operation (typically /Iowo = 10)

• '/I is the fraction of bandwidth assigned to the BT
channel

• the time constant of the filter exponential rise is taken
to be 72~W.

• T (maximum propagation delay) = 100 I'St'c.·
• /1 = 10

b...
• W = 1Q2 msec.t

.:-lee ReferenCl!ll 14 and I;. for proof alld for the definition of /1110, T..),
Band i.
• The bandwidth is aslumed to be modulated a 1 bit/H7.-84!C.
t This correspond~ to a mllJ(imum dilltance of about:.!O mila. The ratio
of propagation delay to transmillBion time of a packet.-denoted by G,

ill, in all C88tll! 1_ than (but very dOOle to) Dr equal to 0.01.

Throughput equation

We wish to solve for the channel capacity, given the system
parameters F, ~, W, bOl' r, t•. This we do by solving for S in
terms of "Y (the traffic rate measured in packets per second)
and other parameters. The channel capacity is then found by
maximizing 8 with respect to "Y.

Contrary to the CS:\lA modes the fraction of the popula
tion which decides to transmit is a function of time. The
analytical approach consists of identifying the busy and idle
periods and of determining the condition for a successful
transmission over the busy period. To keep the analysis
simple. some very minor approximations are made yielding
a lower bound on throughput as given in the following

We consider two cases for b.. and W:

case I: b.. = 1000 bits;
case II: b.. = 10,000 bits;

W= 1Q1 Hz
W= 10' Hz

.........._-----------------
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thost' values of t/t and t4 yielding the maximum channel
capacit)·. Xote that for each value of S thert' exists a value of
F minimizing G; S. However, for relatively small values of S
lnot too close to the saturation point of th(' channel) we note
that the higher the probability of falllt' alarm F is, the laJ'lt!r
is GIS. An explanation can ~ given by the following fact:

For F= 10-' and various values of ~ we plot in Figure 10
the channel capacity versus the observation window (4.

Similar rurves can be plotted for other values of F. For each
couple (F,~) the channel capacit~· reaches its maximum at
some optimum value of t4• This optimum is explained by the
fact that the larger t4 is, the better is the probability of
correct detection D(td) when the signal is present during the
entire window. However, the larger t4 is, the longer the idle
period will be. The effect is reversed as 14 gets smaller.

:\ote that when the observation window shrinks to 0, the
capacity of the channel decreases to (l-~n/2e, the capacity
provided by the pure ALOHA access mode. Qualitatively
speaking troO reduces to very bad detection. and terminals
behave in a purl' ALOHA mode.

In Figure 11, we plot for various F, the maximum capacity
of the channel (maximized over 14 ) versus 1/1. We note here
that the maximum capacity is not very sensitive to small
variations of 1/1' However. there is a certain range of 1/1 which
yields the best performance. For those values of F con
sidered in the graph (F= 10-', 10-2, 10-1,0.5), the optimum
1/1 is the range 00-',2 X 10-2).

In Figure 12, we plot the capacit.y (maximized over ~ and
t4) versus F for cases I and II. :\ote that for both cases the
capacit.y of the channel is a logarithmic function of F. The
ultimate pl'rformance (~.68 for Case I and ~.72 for
Case II) is obtainl'd for F-1. However. the channel capacity
is not Vl'r)' sensitive to variations of F. Case II offers a
channel capacity higher than that offered by Case I: ,n'
note that this gain dot's not consider other factors such as
incre8Sl'd power requirements. *

To compare the delay performam'(' of BT:\L\ for various
valuE'S of the system parameters. W(' fil"8t consider the quan
tity G S. thE' aVE-rage number of tranllmissions and sched
uJin~ that a packet incurs b(·for<· suec('ssful transmissioll.
I II Figur<' 13. \\'(' plot. for each valul' of F, r; S Vl'I"8US S for

• The !J,rll:er IIII' hltlldwidt h i~. t hl' h"tter j, t he ,·"rre~t del ""1 j,,". Tim,
larxer \I" wuvld"" IIIrll:er dlanllel ('lIlll1l'it \'. H"wever, Itil' <'1"","..1
('lIJlIl('il~'" IIlwlty, hlllllldl'd rrurn Ithove ltv 11\1' ('lIIJlu'ity "r C:-\:\IA wi,h
lJf"pall:a'tllll d..la~' "qllltllll :!r."
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SLOTTED NON-I'ERSISTENT 8TMA

I • 0.01

('urv('s to the curV(' corresponding to the ::'\on-Prrsistmt
CS:\IA without hidden trrminals. we note the rl'latively
good pf!rfonnancc of BT:\L\..

when (;--.0 and 8--.0, the t('rminal incurs an average number
of schedulings and transmis;;ions equal to 1 (1 - F). This is
shown on Figure 13 at S =o.

G S. as a ml'asure of delay. can be of importance since thl'
complexity of the E'quipmt'nt and the implementation of the
protocol can be directly related to thE' number of schedulings
and transmissions that a packet incurs. For example. at each
scheduling. the terminal has to generate a random number
determining the schf!duling delay. Of even more importance
in evaluating the performance of such a svstem is the deter
mination of the actual packet delay. defin~ as the time lapse
since the packet is first generated. until the time it is success
ful. .-\.S di,;cussed f!arlier. the mathematical d£'termination of
packet delays is fairly complex. and ;;imulation techniquC's
are emploYl'd. For various values of F (F = 10-3 and F =0.5).
by selecting the optimum system param('ters (';'.1<1) with
respect to channl'l capll.cit~·. WI' ~imulated the BT:\L\. mode.
In FiguTl' l-! we plot the throughput-minimum-delav· curve
for these values of F. It is to be noted that. even tho~gh G. S
can be significant Iv affected by F, the minimum delav is
relatively im'ensiti~e to F. Ho'wever, for each value ~f S
there exists a value of F which provides the lowest delay. By
comparing the lower envE'lop(' of these throughput-delay
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Figure 14-BT:\IA; Throughput-delay trade-offs I.a - O.Ql)

RESERVATIOX TECHXIQl"ES

We have shown that, in the presence of a large population
of users exhibiting a bursty behavior, FD:\IA and TD:\IA
produce much higher dela.ys with the same available band
width than random multiple access, and in order tt achieve
the same delay performance, they require a much larger
bandwidth: in the latter case, the utilization of the channel
is extremely low. In order to increase the channel utilization
beyond FD~L\ and TD:\[A, statistical multiplexing or
Asynchronous Time Division )[ultiple Access (ATD:\L\.) has
been proposed.l7 However. this technique is less attractive in
situations where the tenninals are geographically spread
and/or mobile.

Of more recent interest are "controlled" techniques for
transmission from terminals to computer. There are two
methods in common usage for wired networks: contention
and polling. In a COllltllliOIl IItlu·orA'. the terminal makes a
rrquest to transmit: if the channel is free. transmission goes
ahead; if it is not free, the terminal must wait; the station
schedules the transmissions either in a prearranged sequence
(according to some scheduling scheme) or in the sequence in
which the requests were made. In the pollillg lechnique. the
station asks the terminals one by one whether they have
anything to transmit. For this, the station may have a polling
list giving the order in which terminals are polled. A poIling
message is sent to the tl'rminal under consideration. If the
terminal has sume data to tran,;mit. it goes ahead: if nut. a
nrgative reply (ur absence of rt'ply I is received. and the next
terminal is polled.

Tht'SE' controlled techniques are readily applicable to radio
networks. Thl'y constitute the subject of this section. It has
been shown that although polling may allow the system to
arhieve high utilization of th(' channel. the delay incurred
by a packet is large I mainly for the large .lI case which is of
interest to us) rendpring the polling technique less attractive
than CS:\L\. and BT:\L\.. The alternative is the use of
reservation techniques. In this section. we study the Split
channel Reservation ~Iultiple Access l SR:\L-\) as one
implementation of such reservation techniques. The available
bandwidth is divided into two parts: one used to transmit
l'ontrol infurmation. the sl'cood used for the messagl' its('lf.

Syslem operalioll

In the particular scheme considered hrre. the bandwidth
allocated for control is furtht'r divided into two channels:

-the request channel
-the answer-to-r£>quest channel.

.,

• Delay i~ minimized with n!l'pect tn .\. [n BT~IA. the larger F i.., the
larger is GS. The minimum delay is obtained for very ~mall valUe>! of .\
since the packet incurs 1:(\ - F! relchedulings when the channel is idle.

The request channel will be operated in a random access
mode (ALOHA or CS:\[A). Consider a terminal with a
meSl!age ready for transmission. To initiate the sending of
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the message, the tenninal sends, on the request channel. a
request packet containing information about the address of
the terminal and, in the case of variable length or multi
packet messages, the length of the me;;sage. At the correct
reception of the request packet, the scheduling station com
putes the time at which the message channel will be availabk
and transmits back to the tenninal. on the answer-to
r('quest channel. an answer packet containing the address of
the terminal and the time at whieh it can start transmission.

The total dplay is composed of the two following com
ponents:

(i'l :n;, the time for the reque~t packet to be successfully
re('eiwd at the station, ann

\ ii J :D.!. th!' time betwel:'n recl'ption of the request packet
at thp station and the end of the mt'ssage transmission.

departure times (i.e.. time between sucressive successful
packets) of the Xon-Persistent CS~IA simulator and rom
paring it to the exponcntial density fun('tion. Except for
interarrivals in the range of one or two parket transmisiiion
times the match is acceptable and the smaller S, is, the more
valid is the assumption. t'nder this assumption. tht> message
channel can be modeled as an .lfG 1 queueing system,l:

The maximum band!l'idth utilization is detl'rmined b~' the
fact that thE.' throughput on the requrst channel does not
exceed its capacit~· (under thI' acct'ss modI' in use) and thl'
utilization of the ml'ssage l'hann!'1 does not eX('pl'd onl'.

•Vumerical results

S~'8tem Capacit}·

In Figure 15 WI' plot s~'stem capacit~· wrsu, 'I (which
reprl'st'nts a relative measure of the oVE.'rhl'ad due to cuntrol
information 1 for the following access modrs:

whl'n' Jr, is the bandwidth assignE.'d to the n'quest channel.
Let A be the average number of messages generated per

st'cond. As usual, we shall assume the generation process to
bE.' Poisson. The maximum generation rate that the total
bandwidth If can ever handle is W b... The channel utiliza
tion denoted again by S is then expressed as

Let W .. bl' the bandwidth allocatl'd to the nwssilge ('hannel
and 8= W.. W, The unt'wl'r-to-request rhannel is an intl'r
fprE.'nn'-frel' challnl'l since thl' statioll is thE.' llilly tran:smittl'r.
That is. answer pacKets can be queut'd at the station and
transmitted without conflicts. It is possible to givE.' the
answer-to-rt'quest channel enough bandwidth W. such that
anSWE.'r packets do not incur an~' queueing delay at the
station. Indeed. if b, and b. are thp number of bitt' pl'r rpqul'st
packet and answer-to-n'qul'st packl't respectively, then W.
should satisfy

Since both control packets contain the same type of infonna
tion, it is reasonable to assume that b. = b. and therefore let
I'/-b.b... We further let W.=W•. In this ease we have

l'onsidl'r the request channl'1 opl'ratl'd in u random access
mode. The expected delay incurrcd by a Tl'quest packet is
readily ohtainE.'d from thr simulation results prrst'ntl'd
l·arlier.

To l'stimatl' the dday ~, WI' assuml' that thl' output of thl'
random al'Ct'SS rt'quest ehannl'i dl'filll'l! al' the prO('PKK l'orn'
sponoinll: to thl' arrival of SUt'('l'ssful rt'qUl'stK at tht' station
is Poisson with nwan >-. rl'qul'sts pl'r "'(·ondl'. WI' vl'ritil'd till'
abovr assumption by I'xaminillJ!: till' distribution of inter-

W >W ~
a_ r b,.

• . 11-8)lr
U.=U.= ----

2

( 14)

(15)

(16)

Pure ALOHA SR:\IA
Slotted ALOHA SR~L-\

Slotted :\on-Persistent Carrier :'1'nSE.' SR~IA

(~W/b .. =O.Ol. 0.05)

We note that the system capacity in SR~L-\ rl'aehes 1 for
very small 1'/. A case of intl'rest considered throughout the
paper corresponds to b.. = 1000 bits and b. anywhere from 10
to 100 bits (b, is directl~' related to the number of terminals
in the population, since uddrrssing infonnatilln incrt>a.."es with
increasing .l{). Thus. the interesting rangE.' for 'I is 0.01 to
0.1. For 'I >0.01. thl' E.'flcct on the s~·stE.'m capacity of the
random access used to opl'rate the rl'quest channel is impor
tant: a large improvrment is gained wht'n ltv> requ('st chann<'1
is operated in slotted :\on-Persistent CS~lA as compared to
ALOHA. On the other hand. in comparing thl' capacity of
SR~lA to the capacity of random arcess modes, we note that
SRl\IA can be superior only for relativdy small values of 1'/.

.
:: I

~
~ Sl.OTTlD ""OM .......

..... "'''I ALOMA ......= 4 r-_..-:.:::.o::.:.r::...::.o.::....~......=- ~,.--.:::~_~~

:"=,:--::.::_::---.-:_:'""'-."'":.,--,,, ,,,_~•.l.,__._. ._._.-J
FiKure \;;-~R:\IA: Chunnel capaclly versus ~
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CONCLUSIO~

Of illten'st to this paper W88 thr ('ollsidt'ratioll of packet
switched radio channf'ls as a means of communieatioll ht·
twren t{'rminals and a station (computer (,l'utl'r. gate to a
network, etc.). The objective of the research was to provide
the communication system desigm'r with various new accps,"i
modes to the shared packet-switched radio chanlld. as well
as the tools and conclusions necrssary to !It,lect optimal
solutions. Carrier Sense :\1 ultiple Access (CS.:\L-\) wa.s
introduced as a new method of multiph'xing the terminals Oil

the radio channel. Its pt>rformance was shown to he heavily
affected by the ratio, a, of propagation dday to packl't
transmission time. In the ca.'1rs of intt>re"t (a«l). and undrr
the major assumption that all terminals are in lirlt'-of-sight
and within rangr, \l'r have shown that C8:\1 A provide~

improvt>d capacity over thr ALOHA modI'S.
. However, thr existence of hiddrn trrminals can ha.dly

degrade the pl'rformance of C8:\IA. A good solution to the
problem is provided by the BU8Y Tom' :'Ilultiple Access
(BT:'.]A). BT:'.IA under a Xon-Pl'rsil<tl'nt protocol is shown
to achieve a channel capacity of 0.68 when the availahll'
bandwidth W is 100 KHz and up to 0.i2 when W = 1 :\IHz.
:\Ioreovl'r. the channel capacity is shown to ht, insl'usitiV\' to
the precise setting of the system parametl'r!<.

A second alternative of multipll'xing the terminals Oil the
radio channel is the use of reservation techniques. The

S

100 ,..-----------------.......----,
SLonED NON-PERSISTENT
CARRIER-SENSE SRMA

Figure 17-Minimum packet delay in SRMA

Delay Considerations

Ll't us n'strict ourselves here to TW b.. =0.01. For given ~

und ,". thl' total ml'~sage delay 'D is a function of 9. thp hand
width assignnwut ..\~ an e"ampll" we !<how ,.!ottt'd Xon
l'prsistt'nt ('arril'r S"ns(' SR:\L\ with fixed mC'S!!l1gt' ll'ngth
I PUl'kt>t I and TW b.. =0.01 in Figun' 16. Similar plots ran bl'
obtained for lIthl'r random :H'l'eSS modt,s uspd for the rl'qut'st
f·hanrwl. For each valul' of S. 9 must lie in a fl'l!lliblt· rangt'
dt'llUted a,; [tJ,nin. 9mu ]; 9min :lnd em.. are dl'lprmincd hy the
suturati..n of thp message l'hanuel und the rt'qUl'st ehunnpl
rl'spl,('tively. F..r small values of 9 (9 c1osl' to 9min ). the major
part (If del:t~· is due to :Dz: for e elose to 9m ... it is due to :1)\.

The optimal bandwidth assigllmt'nt is dl'filll'd as the valul'
.. t' 9 which minimizes total delay. We note that the higher the
load is, the more critical is the choice of 90PI ' The minimum
dday for ALOHA-SR:\[A and Slotted Xon-Persistent
Carrier &-nse SR:\L\ is shown in Figure 17 us a function of S
for various values of lJ. First, in comparing the two syst('ms
betwl'en themselve!<. we note again an important improve
Olt'nt in using CS:\L\ for the request channel. The improvr
IIlPnt is more important when larger values of lJ arc involved.

In comparing Carrier Sense SR:\[A with CS:.\L\. ur BT:\IA.
Wl' lIute thllt, unless '1 is large (0.1 and above), there is a
value of S below which CS:\IA or BT:\rA performs bett.er
than SR~L\ and above which tht> upposite is true.
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Split-Channel Reservation :\Iultiple Access (SR:\IA) was
considered which employs random access techniques for the
request channel. The capacity of the channel under SRMA
is heavily affected by the level of overhead introduced.
~loreover, the throughput delay perfonnance is significantly
dependent on the perfonnance of the random access mode
used on the request channel: a Non-Persistent Carrier Sense
SRMA provides better perfonnance than ALOHA-8R.:\IA.

In all these comparisons we note that most of the channel
capacity which was unavailable with pure and slotted
ALOHA may be recovered by use of these more sophisticated
access schemes.
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